Effects of zonal perturbations of sea surface temperature on tropical equilibrium states: A cloud-resolving modeling study
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Abstract

The effects of zonal perturbations of sea surface temperature (SST) on tropical equilibrium states are investigated based on a series of two-dimensional cloud-resolving simulations with imposed zero vertical velocity, constant zonal wind, and a zonal model domain of 768 km. Four experiments with zonal SST perturbations of wavenumbers 1 (C1), 2 (C2), 4 (C3), and 8 (C4) are compared to a control experiment with zonally uniform SST (C0). The 40-day integrations show that the temperatures reach quasi-equilibrium states with distinct differences. C1 and C2 produce warmer equilibrium states whereas C3 and C4 generate colder equilibrium states than C0 does. The heat budgets in the five experiments are analyzed. Compared to C0, less IR cooling over smaller clear-sky regions in C1 and more condensational heating in C2 are responsible for warmer equilibrium states. A reduced condensational heating leads to the cold equilibrium state in C3. The interaction between convective systems in C4 causes a decrease of condensational heating, which accounts for the cold equilibrium state.
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Tropical climate may be affected by physical processes such as surface fluxes associated with sea surface temperature (SST), diurnal variations, and cloud-radiation interactions. The studies of physical processes controlling tropical equilibrium climate require numerical models that include detailed physical processes associated with individual cloud. Nakajima and Matsuno [1] used a two-dimensional (2D) cloud-resolving model with a constant radiative cooling profile and water microphysical schemes to study tropical cloud clusters. Their experiments with the 50-h integrations simulated tropical quasi-equilibrium states, which was the first successful experiment for equilibrium simulations. Similar equilibrium simulations have been conducted in a three-dimensional (3D) model with a constant radiative cooling [2] as well as in a 2D model with interactive cloud-radiative forcing, water, and ice microphysical schemes [3].

Lau et al. [4] and Sui et al. [5] (S94 hereafter) studied the tropical water and energy cycles and their roles in the tropical system by integrating the 2D cloud-resolving model to the climate equilibrium states. The model uses initial conditions from a 1956 Marshall Islands Experiment in the central Pacific and is imposed with a time-invariant horizontally-uniform large-scale vertical velocity and a fixed SST at 28 °C, in which the simulated atmosphere is conditionally unstable below the freezing level and close to neutral above the freezing level. After the adjustment in about 20 days, the simulations reached the quasi-equilibrium states with a temperature of 258 K and precipitable water of 51 mm. Grabowski et al. [6] (G96 hereafter) integrated the 2D cloud-resolving model for 24 days with similar initial conditions and found a quasi-equilibrium state.
with a temperature of 263 K and precipitable water of 70 mm. Thus, tropical equilibrium states were warmer and more humid in G96 than in S94. Xu and Randall [7] showed that the simulated statistical equilibrium state was between the cold/dry regime in S94 and the warm/humid regime in G96 and found that statistical equilibrium states were more sensitive to the transient large-scale forcing than to the magnitude of the forcing. Xu and Randall compared the model differences between S94 and G96 and found that S94’s model may be unable to maintain the initial wind profile reducing the surface wind speed and weakening surface evaporation.

Robe and Emanuel [8] used a 3D cloud-resolving model with a constant radiative cooling profile and water microphysical schemes to simulate a statistical equilibrium state. The simulation reached an equilibrium state due to the balance between the net upward mass flux by moist convection and the net radiative cooling. The cloud mass flux increased with increasing radiative cooling. The mean updraft velocity was independent of the strength of the radiative forcing. Tompkins and Craig [9] used a 3D cloud-resolving model with interactive cloud-radiative forcing as well as water and ice microphysical schemes and also simulated a statistical equilibrium state. After 30 days of integration, they found that the adjustment time scale could be different, for instance, vertical mass flux was adjusted to the equilibrium state much more quickly than thermodynamic variables did. Xu and Randall [10] carried out the sensitivity tests of quasi-equilibrium states to large-scale advective cooling and moistening and found that the time-varying large-scale forcing had no significant impact on the long-term behaviors whereas they affected short-term variations.

Tao et al. [11] further compared the models by S94 and G96 and found that the mass-weighted relative humidity was 10% higher in G96 than that in S94. The convective available potential energy (CAPE) in G96 was also larger than that of S94. The microphysical parameterization schemes, grid sizes, and domains between their models were quite different. To explain the differences of equilibrium states between S94 and G96, Tao et al. [11] conducted sensitivity tests with the 2D cloud-resolving model and found that the equilibrium states are not sensitive to the initial conditions whereas they are sensitive to the minimum surface speed prescribed in the calculation of surface fluxes. Determination of equilibrium thermodynamic states depends on the surface evaporation, where surface wind plays a central role. Small surface evaporation associated with weak surface winds produces a cold and dry equilibrium state whereas large evaporation associated with strong surface winds causes a warm and humid equilibrium state. Shie et al. [12] revealed that vertical wind shear, minimum surface wind speed in the calculations of surface fluxes, and radiation determine thermodynamic quasi-equilibrium states. Gao et al. [13] examined the effect of diurnal solar heating on quasi-equilibrium cloud-resolving simulations and found that the simulation with a time-invariant solar zenith angle produced a colder and drier equilibrium state than the simulation did with a diurnally varied solar zenith angle since the former simulation produces less solar heating, more condensation, and consumes more moisture than the latter simulation does.

SST is an important parameter that affects tropical convective development by determining surface evaporation flux as well as surface sensible flux. Lau et al. [14] compared the experiments with the same large-scale forcing but different SSTs and found that the increase in SST induced surface cooling by increasing surface evaporation and produced a 13% increase in surface precipitation. Wu and Moncrieff [15] integrated a 2D cloud-resolving model to thermodynamic equilibrium states with different spatially and temporally invariant SSTs and found that the SST variation has large impacts on the water vapor feedback and small impacts on the cloud feedback, radiation budget, and surface energy budget. Grabowski et al. [16] conducted quasi-equilibrium cloud-resolving simulations with a large domain size of 4000 km and a large-scale SST gradient and revealed that the inclusion of the interactive radiation calculations led to a significant modification of the large-scale circulation and caused a large impact on convection in both intensity and horizontal scale. Yano [17] showed that the amplitudes of the SST gradients did not determine the intensity of the large-scale circulation. Gao et al. [13] investigated the impacts of diurnal SST variation on quasi-equilibrium cloud-resolving simulations and found that the simulation with a diurnally-varied SST generated a colder equilibrium state than did the simulation with a time-invariant SST because the former simulation produces a colder temperature through less latent heating and more IR cooling than the latter simulation does. Cui and Li [18] analyzed the effects of SST variation on surface rainfall with equilibrium cloud-resolving simulation data and found that surface evaporation pumped water vapor into rainfall-free regions and the divergence transports the vapor from rainfall-free regions to rainfall regions, which supports the rainfall. SST affects surface rainfall through changing surface evaporation in rainfall-free regions.

SST over the western Pacific warm pool is mainly determined by ocean surface radiative and heat fluxes [19,20], which is largely contributed by solar radiative flux and latent heat flux. Thus, horizontal distributions of SSTs are much affected by clouds in both temporal and spatial distributions as indicated by Fig. 1. Fig. 1 shows weekly-mean SST distribution over the western Pacific warm pool, which is averaged using daily-mean SST data of 18–24 April 2003. The SST data are retrieved from NASA/Tropical Rainfall Measuring Mission (TRMM) Microwave Imager (TMI) radiometer with a 10.7 GHz channel [21]. The SST affects the atmosphere mainly through surface evaporation that is associated with the covariance between surface wind speed and the specific humidity minus SST-dependent saturated specific humidity. The spatial distribution of SST may have an impact on tropical equilibrium states even if the horizontal mean SSTs are similar.
In this study, the sensitivity of tropical equilibrium states to zonal perturbations of SST was examined using a series of 2D cloud-resolving simulations. Four experiments imposed with idealized zonal SST distributions (zonal wavenumbers 1, 2, 4, and 8) were compared with the control experiment imposed with zonally-uniform SST.

1. Model and experimental design

The cloud-resolving model used in this study was originally developed by Soong and Ogura [22], Soong and Tao [23], and Tao and Simpson [24]. The 2D version of the model used by Sui et al. [5, 25] and further modified by Li et al. [26] is what is used in this study. The governing equations and model setup can be found in Li et al. [26, 27]. The model includes five prognostic equations for mixing ratios of cloud water, raindrop, cloud ice, snow, and graupel. The cloud microphysical parameterization schemes used in the model [26, 27] are from Rutledge and Hobbs [28, 29], Lin et al. [30], Tao et al. [31], as well as Krueger et al. [32]. The model also includes interactive solar [33] and thermal infrared [34, 35] radiation parameterization schemes that are performed every 3 min. Cyclic lateral boundaries are used. At the top of the model, a free-slip condition is used for horizontal winds, temperature, and specific humidity, whereas zero vertical velocity is applied [24]. The horizontal domain is 768 km with a horizontal grid resolution of 1.5 km. The top model level is 42 mb. The vertical grid resolution ranges from about 200 m near the surface to about 1 km near 100 mb. The time step is 12 s. Hourly zonal-mean simulation data are used in the following analysis. The 2D cloud-resolving simulations have been validated with observations in terms of atmospheric thermodynamic profiles, surface fluxes, and surface rain rate in the tropics during TOGA COARE [26, 36–40].

Due to a small model domain, the cloud-resolving model cannot simulate large-scale circulation. Thus, the large-scale forcing is imposed in the model to study the convective responses. To focus on the analysis of SST distribution on tropical equilibrium states, the model is forced by the zonally-uniform zero vertical velocity and a zonal wind of 4 m s\(^{-1}\). Fig. 1 shows that over the western Pacific warm pool, small-scale SST signals have the spatial lengths of less than 1° longitude/latitude (100 km), which is associated with convective activity. Thus, the zonally-uniform SST of 29 °C and four harmonic components in the model domain (zonal wavenumbers 1, 2, 4, and 8 with the zonal scale of 768, 384, 192, and 96 km) (Fig. 2) are imposed in experiments C0, C1, C2, C3, and C4, respectively. The zonal SST perturbation can be ideally expressed by

\[
SST(x) = 29 - 0.5 \cos \left( \frac{2n\pi x}{L} \right)
\]

where \(L = 768 \text{ km} \) (zonal length of the 2D model domain); \(x\) is zonal distance; \(n = 1, 2, 3, 4\) for C1, C2, C3, and C4, respectively. The amplitude of zonal SST perturbation is 1 °C. Note that the zonal-mean SST is 29 °C in five experiments. The vertical profiles of temperature and specific humidity averaged over the Intensive Flux Array (IFA) during TOGA COARE at 0400 LST 18 December 1992 [41] are used as the initial conditions. The model is integrated for 40.5 days for all five experiments.

2. Results

To examine the effects of zonal perturbation of SST on thermodynamic equilibrium, Fig. 3 shows the time series of daily-mean mass-weighted mean temperature and precipitable water (PW) in five experiments. During 40-day integrations, temperatures in all five experiments show quasi-equilibrium states with distinct differences (Fig. 3(a)) whereas PW does not display distinct equilibrium differences in the five experiments. Compared to C0 (−2.8 °C), the zonally-varied SST with zonal wavenumbers 4 (−4.5 °C) and 8 (−3.6 °C) produce colder equilibrium states whereas the zonally-varied SST with zonal wavenumbers 1 (−2.5 °C mm) and 2 (−2.3 °C) generates

![Fig. 1. Horizontal distribution of sea surface temperature averaged from the data of 18–24 April 2003 using TRMM TMI retrievals. Unit is in °C.](image1)

![Fig. 2. Horizontal distributions of time-invariant sea surface temperatures (°C) in C0 (dark solid), C1 (dark dashed), C2 (solid), C3 (dashed), and C4 (dot).](image2)
warmer equilibrium states. The analysis of additional sensitivity experiments indicates that the results are not affected by the model setups including zonal-mean SST, amplitude of zonal SST perturbation, and imposed vertical velocity and zonal wind.

To explain thermal equilibrium differences, the mass-weighted mean temperature budget is analyzed. Following Li et al. [26], zonal-mean heat budget can be expressed by

\[
\frac{\partial \overline{T}}{\partial t} = \frac{\overline{Q_m}}{c_p} + \frac{\overline{Q_R}}{c_p} + \overline{\Pi_s}
\]

Here, \( \overline{Q_m} \) is the mass integration; \( u \) and \( w \) are zonal and vertical air wind components, respectively; \( \theta \) and \( q \) are air potential temperature and specific humidity, respectively; \( \kappa = (p/p_o)^\kappa \), \( \kappa = R/c_p \), \( R \) is the gas constant, \( c_p \) is the specific heat of dry air at constant pressure \( p \), and \( p_o = 1000 \) hPa; \( \bar{\rho} \) is a mean air density, which is a function of height only; \( Q_m \) denotes the net latent heat release; \( Q_R \) is the radiative heating rate due to convergence of net flux of solar and infrared radiative fluxes; \( H_s \) is surface-sensible heat flux; a variable \( F \) with overbar \( \overline{F} \) is the zonal mean over the cyclic model domain. Eq. (2) states that the local temperature change is determined by condensational heating, radiative heating, and surface-sensible heat flux.

Fig. 3 shows that C4 and C3 reduce their warming trends on day 4 and 8, respectively, eventually causing cold equilibrium states in C3 and C4 whereas C0, C1, and C2 continue their warming courses. To explain physical processes that are responsible for thermal equilibrium states, the temperature budgets in five experiments are averaged over days 4–7 (Table 1), and the differences in temperature budgets for C1–C0, C2–C0, C3–C0, and C4–C0 are also calculated. The analysis on days 4–7 shows that the positive difference in temperature tendency is mainly determined by the positive difference in radiative heating for C1–C0. Fractional coverage for clear-sky regions is 56.9% in C0 (Fig. 4(a)) with a uniform SST of 29 °C over the model domain. Fractional coverage for clear-sky regions in C1 is 49.3% (Fig. 4(b)) since C1 has a 50% of the model domain where it is colder than 29 °C and convection is suppressed. The positive difference in radiative heating for C1–C0 is determined by the positive difference in IR cooling over clear-sky regions (Table 2) due to the fact that C1 has a smaller clear-sky area than C0 does. The convection is more organized in C1 than in C0 (Fig. 4(a) and (b)). As a result, both experiments exhibit similar contributions from condensational heating to temperature tendency.

Table 1 reveals that the positive differences in temperature tendencies for C2–C0 and C3–C0 are mainly caused by the positive differences in condensational heating during days 4–7. Although convection occupies similar sizes of areas in C0 (43.1%), C2 (45.8%), and C3 (42.8%), the convection in C2 and C3 (Fig. 4(c) and (d)) is more organized than in C0, explaining that more condensational heating occurs in C2 and C3 than in C0. Meanwhile, the similar sizes of clear-sky regions in C0 (56.9%), C2 (54.2), and C3 (57.2) significantly reduce the difference in IR cooling over clear-sky regions, which causes small contributions to the positive differences in temperature tendencies for C2–C0 and C3–C0.

The negative difference in temperature tendency is mainly caused by the negative difference in condensational heating for C4–C0 (Table 1). Since the distances between maximum SSTs are only 96 km in C4, convective systems interact with each other so that some convective systems are suppressed (e.g., around 140, 240, 355, 625, and 730 km) whereas other convective systems (e.g., around 50 and 430 km) cannot grow freely due to the limited areas of warm SST. As a result, the contribution from condensational heating to temperature tendency in C4 is smaller.

Table 1
Zonal-mean mass-weighted mean temperature budgets (°C day\(^{-1}\)) in five experiments and temperature budget differences for C1–C0, C2–C0, C3–C0, and C4–C0 based on the data averaged from days 4 to 7.

<table>
<thead>
<tr>
<th></th>
<th>C0</th>
<th>C1 (C1–C0)</th>
<th>C2 (C2–C0)</th>
<th>C3 (C3–C0)</th>
<th>C4 (C4–C0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature tendency</td>
<td>0.166</td>
<td>0.302 (0.136)</td>
<td>0.370 (0.204)</td>
<td>0.309 (0.143)</td>
<td>0.012 (−0.154)</td>
</tr>
<tr>
<td>Condensational heating</td>
<td>1.174</td>
<td>1.187 (0.013)</td>
<td>1.131 (0.137)</td>
<td>1.297 (0.123)</td>
<td>1.053 (−0.121)</td>
</tr>
<tr>
<td>Radiative heating</td>
<td>−0.986</td>
<td>−0.862 (0.124)</td>
<td>−0.919 (0.067)</td>
<td>−0.963 (0.023)</td>
<td>−1.016 (−0.030)</td>
</tr>
<tr>
<td>Surface-sensible heat flux</td>
<td>−0.022</td>
<td>−0.024 (−0.002)</td>
<td>−0.022 (0.000)</td>
<td>−0.024 (−0.002)</td>
<td>−0.024 (−0.002)</td>
</tr>
</tbody>
</table>
than in C0 (Table 1). Again, similar sizes of clear-sky regions in C0 (56.9%) and C4 (58.1%) as well as cloudy regions in C0 (43.1%) and C4 (41.9%) cause a small difference in IR cooling over clear-sky regions and cloudy regions, which accounts for small contributions from IR cooling to the positive difference in temperature tendency for C4–C0.

The heat budgets averaged from days 4 to 7 are compared with those averaged from days 8 to 11 in C0–C3 (Table 3) to explain why C3 stops a warming course around day 8 that eventually leads to a cold equilibrium state (see Fig. 3). While C0 has a positive difference in temperature tendency between averages in days 8–11 and days 4–7, C1–C3 show negative differences and C3 has the largest negative difference (Table 3). This shows that C3 turns out to have a colder equilibrium state than C0 does (Fig. 3). The positive difference in temperature tendency in C0 is mainly determined by the positive difference in

Fig. 4. Zonal–vertical (X–Z) cross sections of sum of the mixing ratios of hydrometeors (10^{-2} g kg^{-1}) averaged from days 4 to 7 in (a) C0, (b) C1, (c) C2, (d) C3, and (e) C4.
radiative heating. The negative differences in temperature tendency in C1–C3 are determined by the negative differences in condensational heating and C2 has the largest negative difference. The positive difference in radiative heating offsets the negative difference in condensational heating in C2, thereby decreasing the magnitude of the negative difference in temperature tendency. The negative difference in radiative heating along with the negative difference in condensational heating in C3 serves to increase the magnitude of the negative difference in temperature tendency. The shrinking of zonal areas of tropical water clouds in C1–C3 reduce the vapor condensation and associated condensational heating in days 8–11, compared to those in days 4–7 (not shown). Further analysis (Table 4) reveals that the positive differences in radiative heating in C0 and C2 are caused by the positive difference in IR cooling over clear-sky regions. The small differences in radiative heating in C1 and C3 are from the cancellation in solar heating and IR cooling over clear-sky regions and cloudy regions, respectively. The positive differences in radiative heating in C0 and C2 may be the results of significant reductions of clear-sky regions from days 4 to 7 (56.9% in C0 and 54.2% in C2) to days 8–11 (48.3% in C0 and 44.8% in C2).

3. Conclusion

The effects of zonal perturbations of sea surface temperature (SST) on tropical equilibrium states are investigated with a series of two-dimensional cloud-resolving simulations. The experiments (C1, C2, C3, and C4) with zonally varied SST with zonal wavenumbers 1, 2, 4, and 8 (zonal scales of 768, 384, 192, and 96 km) are compared to the experiment with zonally uniform SST (C0). The model is integrated for about 40 days in the framework of zero-imposed vertical velocity and constant westerly wind.

The temperature equilibrium states show distinct differences in the five experiments whereas precipitable water equilibrium states do not. Compared to C0, C1 and C2 produce warmer equilibrium states whereas C3 and C4 generate colder equilibrium states. Mass-weighted mean temperature budgets in the five experiments are calculated to explain the dominant physical processes that are responsible for these thermal equilibrium differences. C1 has a wavenumber 1 distribution of SST that leads to less than 50% of the model domain for clear-sky regions. The zonal gradient of SST regulates a strong convective system whereas C0 has no zonal gradient of SST and instead has a loose convective system with more than 50% of clear-sky regions. As a result, C1 has a warmer equilibrium state than C0 because C1 has less IR cooling over smaller clear-sky regions than C0. C2 produces a warmer equilibrium state than C0 does since C2 has more condensational heating associated with more organized convection than C0. C3 stops a warming trend around day 8 and eventually has a colder equilibrium state, compared to C0. This is due to the fact that C3 generates less condensational heating associated with the shrink of zonal area of water clouds after day 8 than before and radiative heating does not show any significant differences before or after day 8. C4 slows down the warming after day 4 and it has a colder equilibrium state than C0 at the end of integrations. Convective systems associated with warm SSTs interact with each other since they are only 96 km apart in C4. This interaction suppresses some convective systems whereas other convective systems cannot grow freely due to the limited area of warm SSTs, which leads to the weakening of condensational heating. Thus, the reduced condensational heating in C4 is responsible for the colder equilibrium state.

### Table 2

<table>
<thead>
<tr>
<th>C0–C1</th>
<th>C0–C2</th>
<th>C0–C3</th>
<th>C0–C4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zonal-mean solar heating</td>
<td>0.015</td>
<td>0.011</td>
<td>0.011</td>
</tr>
<tr>
<td>Zonal-mean IR cooling</td>
<td>0.139</td>
<td>0.077</td>
<td>0.034</td>
</tr>
<tr>
<td>Solar heating in clear-sky regions</td>
<td>0.063</td>
<td>0.029</td>
<td>0.013</td>
</tr>
<tr>
<td>IR cooling in clear-sky regions</td>
<td>0.134</td>
<td>0.045</td>
<td>0.000</td>
</tr>
<tr>
<td>Solar heating in cloudy regions</td>
<td>0.048</td>
<td>0.018</td>
<td>0.002</td>
</tr>
<tr>
<td>IR cooling in cloudy regions</td>
<td>0.005</td>
<td>0.032</td>
<td>0.034</td>
</tr>
</tbody>
</table>

Unit is in °C day⁻¹.

### Table 4

<table>
<thead>
<tr>
<th>C0–C1</th>
<th>C0–C2</th>
<th>C0–C3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zonal-mean solar heating</td>
<td>0.017</td>
<td>0.001</td>
</tr>
<tr>
<td>Zonal-mean IR cooling</td>
<td>0.141</td>
<td>0.002</td>
</tr>
<tr>
<td>Solar heating in clear-sky regions</td>
<td>0.200</td>
<td>0.161</td>
</tr>
<tr>
<td>IR cooling in clear-sky regions</td>
<td>0.063</td>
<td>0.042</td>
</tr>
<tr>
<td>Solar heating in cloudy regions</td>
<td>0.059</td>
<td>0.163</td>
</tr>
</tbody>
</table>

Unit is in °C day⁻¹.
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